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Computer Organization
John Von Neumann Architecture

John von Neumann, who was a great
mathematician, is the man behind the design of the
computers that currently exist. In 1945, he wrote a
report that detailed the principles that should guide
the realization of a universal machine (the
computer). These principles have since been known
as the “von Neumann architecture,” and are still
used today when computers are designed.
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John Von Neumann Architecture
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A Central Processing Unit (CPU)
is the electronic circuit within a
computer that carries out the
instructions of a computer
program by performing the
basic arithmetic, logical, control
and input/output (1/0)
operations specified by the
instructions.

12/2/2024



 CPU

_alall (& 45 )S jall Andlaal) B2
85 Al G salall Jads 44 5 Dy
R S POV IN R LRI DA -
Gllaall Jie ) cillaall
oSl 5 dilaiall 5 dboeal
&8 Baaaall bl #) Al
LCilaalail)

[Main parts of CPU]

el

[Registers] [ControIUnit(CU)] { ALU ]

12/2/2024



Computer Organization

* Registers

A special, high-speed storage area within the CPU. All data
must be represented in a register before it can be process.
they are much faster than memory. accessing a memory
location requires the use of a system bus, so it takes much
longer. accessing data in a register usually takes no time.

« A control unit (CU):

that commands the other units and synchronizes their
operations.

 Arithmetic and logic unit (ALU):

that handles Arithmetic and logic calculations and
comparisons.
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Computer Organization
e Main memory (RAM):

for storing data and programs.

e Input and output interfaces for receiving and
sending signals in and out of the processor.

* buses

A communication paths, that link the different parts
of the system.

The significance of the von Neumann architecture is
that the processor can load the data and the
program manipulating it simultaneously in the same
memory.
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e Main memory (RAM):

for storing data and programs.

e Input and output interfaces:
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Computer Organization

* Fetch-decode-execute cycle

To run programs faster, The von Neumann
architecture followed by the fetch-decode-execute
cycle. This cycle follows a linear pattern and is
repeated with each line of instruction in the
program. The fetch-decode-execute cycle simply
suggests that when a program is loaded in the main
memory, the processor starts executing the program
at the first line of the program, and for each
instruction.

1. Fetches: locates the instruction and gets it

2. Decodes: converts the instruction to a signal (binary)

3. Executes: performs the commands in the instruction, write back.
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* Fetch-decode-execute cycle
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1. Fetches: locates the instruction and gets it
2. Decodes: converts the instruction to a signal (binary)
3. Executes: performs the commands in the instruction, write back.
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Computer Organization

Software run on Computer

Compiler: Converts any language code into
assembly language.
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Assembler: converts the assembly language into
machine code.
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Memory Hierarchy
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Memory Hierarchy

1. Registers
A special, high-speed storage area within the CPU
Fast enough to hold intermediate results in CPU.

2. Cache

A CPU cache is a hardware cache used by the central
processing unit (CPU) of a computer to reduce the average
cost (time or energy) to access data from the main
memory. The cache is a smaller, faster memory which
stores copies of the data from frequently used main
memory locations.

a) Faster than main memory, slower than register.
b) Located in very near the CPU chip.
c) Caching can improve the performance.
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Memory Hierarchy
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A) Faster than main memory, slower than register.
B) Located in very near the CPU chip.
C) Caching can improve the performance.
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O Cache Memory
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Memory Hierarchy

O Cache Memory

CPU with three levels cache memory and RAM

Level 1 » Level 2
(L1) cache (L2) cache
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3. Main Memory (RAM)

Main memory, primary memory,
Random Access Memory (RAM)
is @ hardware device that allows
information to be stored and
retrieved on a computer. RAM is
a volatile memory and requires
power to keep the data
accessible. If the computer is
turned off, all data contained in
RAM is lost.
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http://www.computerhope.com/jargon/v/volamemo.htm
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Memory Hierarchy

3. Main Memory (RAM)
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Memory Hierarchy

4. Virtual Memory:
Hard Disks, CDs, DVDs
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